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Abstract

The spread of misinformation on social media platforms threatens democratic processes,
contributes to massive economic losses, and endangers public health. Many efforts to address
misinformation focus on a knowledge deficit model and propose interventions for improving
users’ critical thinking through improved access to facts. Such efforts are often hampered by
challenges with scalability on the part of platform providers, and by confirmation bias on the part
of platform users. The emergence of generative Al presents promising opportunities for
countering misinformation at scale across ideological barriers. In this paper, we present (1) an
experiment with a simulated social media environment to examine the effectiveness of
interventions generated by large language models (LLMs) against misinformation, (2) a second
experiment with personalized explanations tailored to the demographics and beliefs of users with
the goal of alleviating confirmation bias, and (3) an analysis of potential harms posed by
personalized generative Al when exploited for automated creation of disinformation. Our
findings confirm that LLM-based interventions are highly effective at correcting user behavior
(improving overall user accuracy at reliability labeling by up to 47.6%). Furthermore, we find

that users favor more personalized interventions when making decisions about news reliability.

' The first author started this work during her postdoctoral fellowship.



1. Introduction

In the last decade, there has been a growing concern about the proliferation and dissemination of
misinformation on social media platforms. While social media has brought benefits by enabling
cheap, real-time communication across the globe and providing new services, there is now a
near-consensus that it has also had myriad negative social consequences. In particular, its role as
a breeding ground for misleading content, manipulation, extremism, misinformation and
disinformation appears clear-cut. For example, between 2006 and 2017, sensational “fake news”
articles spread rapidly on Facebook, diffusing farther and faster than truthful or reputable content
(Vosoughi et al. 2018). These sharing trends have been amplified by “filter bubble” algorithms
that intentionally create ideological echo chambers, which reinforce existing viewpoints and

further facilitate spread of misinformation (Levy 2021).

In response to these trends, two broad approaches have been developed for addressing
misinformation. A larger literature in computer science focuses on automatic detection of
misinformation, i.e., predicting the truthfulness of a news article (Islam et al. 2020; Guo et al.
2022; Singh et al. 2023). In this study, we consider the parallel problem of combating
misinformation: if we know whether a news article is true or false, how can we design
interventions that best convey this information to social media users, with the hope of reducing

their consumption and spread of misinformation?



This line of literature is much smaller but growing, especially within the political science
community. Many proposed interventions focus on tagging unreliable content (Clayton et al.
2020; Pennycook et al. 2019) or encouraging critical thinking by users (Lutzke et al. 2019;
Pennycook et al. 2021b). However, the two major bottlenecks in many such interventions are
scalability and confirmation bias. Tagging unreliable or suspicious content requires careful
inspection, which is currently performed by professional fact-checking organizations such as
Snopes. These organizations are constrained both in terms of their financial resources and
qualified fact-checkers they can employ. Furthermore, these interventions rely on the assumption
that users are rational agents, who will agree upon a common “ground truth” once exposed to
enough information. This assumption is often violated in the real world due to confirmation bias:
users do not process new information neutrally, and are more critical of counter-partisan news
and more accepting of pro-partisan news at face value (Lord et al. 1979; Nickerson 1998; Tappin

et al. 2020).

Recent advancements in large language models (LLMs) provide new capabilities for presenting
information and arguments personalized to specific users or demographics. Breakneck advances
in LLMs might offer a promising avenue for large-scale fact checking, because they provide
tools for fast processing of vast amounts of information and can detect patterns associated with
misleading content (Chen and Shu 2023b). Early evidence suggests that LLM-based explanations
of veracity can significantly reduce social media users’ reported tendency to accept false claims
(Hsu et al. 2023). LLMs also present a potential path to understanding and countering
confirmation bias: recent work (Andreas 2022; Mcllroy-Young et al. 2022; Gabriel et al. 2022)

also argues LLMs are capable of very simple forms of world and cognitive modeling, which



suggests they may be able to model the thought process of heterogeneous users and therefore
provide information in ways that are especially persuasive to them. Such tailored approaches
could have substantial benefits, as users with different backgrounds, cognitive ability and sources
of information are likely to believe in different types of disinformation and react to them

differently, requiring diverse, targeted approaches for disseminating information.

Our agenda is to develop powerful, automated tools via LLMs that produce tailored,
personalized interventions to present explanations and justifications of a “ground truth” veracity
label to users, and then test their effectiveness in diverse social media settings. As shown in
Figure 1, given a fact-checked label produced by either humans or automated models, we
examine approaches to present this information to users with the aim of altering their behavior

(e.g., to reduce the consumption and sharing of misinformation), aided by generative models.

Personalized *
Explanation
Generation for

Mitigation

Prompt: Explain why this claim is
False to a user with attributes A

' Demographic

Output: This claim is a manifestation of street-corner conspiracy grap
theories that have been spread widely, but without any factual Survey
basis. Dr. Anthony Fauci is a respected medical professional...

Figure 1: Pipeline of explanation intervention generation. Attributes of users (e.g. political

ideology) are collected using a demographic survey. We then perform model personalization by



prompting a large language model like GPT-4 (OpenAl 2023) to explain the factuality of a claim

given the known user attributes.

This paper presents two studies within this broad agenda and their results. The first study
conducts an experiment using a simulated social media environment that features both
high-quality and reliable content and low-quality content (such as misinformation and
disinformation). We first expose participants to both high-quality and low-quality content
without any intervention. We then divide them into treatment groups to assess the effect of each
intervention on user discernment at labeling misinformation and their subsequent interactions
with them. In this first study, we are particularly interested in how the impacts of the treatments
interact with the identities and prior beliefs of individuals (e.g. are participants vulnerable to
confirmation bias from political ideology?). We find that interventions considerably improve
user accuracy at labeling misinformation (by up to 47.6%) and explanation-based interventions
modestly improve over label-only indicators of credibility (increasing accuracy by at least
34.94% vs. 33.33% for label-only indicators). In particular, explanations generated by GPT-4
(OpenAl 2023) encourage user flagging of misinformation (pre-intervention users correctly flag
in 5.46% of cases vs. 32.97% post-intervention) while discouraging sharing of false content. This
indicates the promise of LLM-based explanations for future intervention strategies, corroborating

findings from recent and concurrent work (Gabriel et al. 2022; Hsu et al. 2023).

Our second experiment begins to explore how personalization of explanations can further
improve their effectiveness. We measure how the degree of personalization aftects user-reported

helpfulness, and find significant differences for explanations aligned with user attributes (e.g.



education, political ideology, gender) over explanations without personalization. Notably,
explanations that are highly aligned with users have an average helpfulness score of 2.98 vs. 2.71

for explanations without personalization.

Finally, in addition to assessing the effectiveness of LLMs in mitigating misinformation, we also
study a contrasting use case where they can be used with malicious intent to generate
personalized disinformation, in a more efficient and appealing manner than ever before. We
conduct an experiment that generates false content using GPT-4 based on common conspiracy
theories, and subsequently tests the ability of humans to discern them. Our early findings indicate
that even though there is no significant difference in discernment of human readers towards
human-generated vs. machine-generated disinformation, disinformation generated by GPT-4
becomes harder to identify as false when it is personalized and specifically targets certain
demographic groups, especially when viewed by users who are well-aligned with their intended
audience. This suggests a potential danger of LLMs in their abilities to generate harmful content

that attacks specific groups or even individuals, and the need for safeguards to prevent such uses.

Beyond the current results, our more ambitious goal is to develop a more sophisticated
LLM-based intervention strategy for personalized recommendations. This form of
personalization can utilize additional information on user preferences and behavior, such as their
cognitive ability, intensity of usage and diversity of sources of information. We will vary the
choice of attributes that personalization is based on, and how aggressive the personalization will
be. We then plan to conduct a similar evaluation of the effects of different types of interventions

based on state-of-the-art randomized control trial methods.



To the best of our knowledge, this is the first study to consider tailored interventions based on
specific attributes of social media users. It is also the first study that leverages LLMs for
developing large-scale anti-misinformation interventions in the form of generating personalized
messages that explain the veracity of news articles. We view it as a first step in this agenda, since
both general advances in foundation models and better methods for identifying reliable
information in the next generation of LLMs will increase these tools’ capabilities to be used for
combating misinformation. We also envisage better fine-tuning of messages and tagging as

additional information becomes available about users (without violating their privacy).

Code and anonymized data from this study will be made publicly available at

https://github.com/skgabriel/genai misinfo.

2. Background and Literature Review

In this section, we provide background definitions for misinformation or misleading content. We

then place our work in the context of two lines of literature: on detecting and mitigating

misinformation. We also provide background on large language models (LLMs).

2.1 Manual and Automated Misinformation Detection

By misinformation, we refer to any content that is objectively false or misleading according to

fact-checking sources (e.g. Snopes and Poynter). All reliability labels in this work were sourced


https://github.com/skgabriel/genai_misinfo

from Pennycook et al. (2021a). In contrast to disinformation (which is known by the author to be

false), misinformation may consist of either intentionally and unintentionally false content.

Before LLMs, verification efforts were highly constrained by the need for manual effort, often
by professional fact-checkers in a manner that is time and labor intensive. Prior work (Shu et al.
2017) explored use of metadata or social network features for identifying misinformation, such
as databases of unreliable sources. There is also work on linguistic analysis for identifying
misinformation (Rashkin et al. 2017; Pérez-Rosas et al. 2018), focusing on features like use of

negation or swearing.

Advances in artificial intelligence in recent years, concurrent with the rise of misinformation
spread on social media, have prompted many researchers to develop deep learning models to
detect misinformation. Their goal is to accurately predict the veracity of previously unseen news
articles, especially whether they contain false or misleading content (Islam et al. 2020; Guo et al.

2022; Singh et al. 2023).

The rise of LLMs prompted studies on using them for accuracy prediction of news, and
evaluating their effectiveness compared to human fact-checkers or traditional language models
like BERT. LLMs have shown varying degrees of success at identifying misinformation
produced by either humans (Zhou et al. 2023; Chen and Shu 2023a; Hsu et al. 2023) or other
generative Al models (Zellers et al. 2019). However, their performances are often inconsistent
across datasets, and in some cases, worse than traditional models (Hsu et al. 2023) or human

fact-checkers (Caramancion 2023), pointing to the need for future advances in these techniques.



A complementary strategy is to leverage human-Al collaboration in fact-checking. This can
involve, for instance, automated identification of a large number of potentially problematic posts,
which are randomly inspected by human experts. On the basis of this inspection, Al algorithms
may further refine a set of posts that need to be inspected, and so on. The extent to which this
type of human-AlI collaboration will enable low-cost scaling up remains to be determined

(Nakov et al. 2021; Adair 2020; Dudfield 2020).

However, we remark that our study does not focus on the problem of detecting information, but
rather, on mitigating the spread of misinformation through user-facing measures as detailed

below.

2.2 Automated Misinformation Mitigation

Our work aligns better with a smaller but growing literature, mostly from political science, that
examines the effectiveness of mitigating misinformation through user-facing interventions.
Assuming a “ground truth” label has been determined by human or Al fact-checkers, the goal of
these interventions is to reduce user consumption and interaction with false content by designing
effective ways to present this information or to otherwise nudge users to consider them, with and

without the use of Al

Fact-checking labels that are specifically attributed to Al have been shown to be effective as

interventions in reducing user consumption of misinformation (Kyza et al. 2021), but earlier



studies found they are often less effective than labels attributed to other sources such as
professional fact-checkers (Seo et al. 2019; Yaqub et al. 2020; Liu 2021; Zhang et al. 2021),
indicating a lower trust in Al compared to humans. There is evidence that explaining the
mechanics behind how the fact-checking label is generated improves their effectiveness (Epstein

et al. 2022).

More recently, interventions using explanations generated by LLMs have been examined for
their effectiveness, due to their potential for improving efficiency and scalability. It has been
found that GPT-based explanations of the likely veracity of content can significantly reduce
social media users’ reported tendency to accept false claims (Hsu et al. 2023), though they can be
equally effective when used with malicious intent to generate deceptive explanations (Danry et

al. 2022).

Another promising aspect of automated language models is in generating personalized
interventions tailored to the preferences of specific users or groups. There is a limited yet
emerging literature on such uses of personalization in designing user interventions. Jahanbakhsh
et al. examined the effects of a personalized Al that predicts the veracity of tweets based on the
user’s own assessments, and found that such predictions influence users’ judgment (2023). On
the other hand, Jhaver et al. studied personalized content moderation tools, but with a focus on
toxicity rather than misinformation interventions (2023). Our work departs from these as we
consider the generation of arguments and justifications given a label, rather than predicting the

veracity itself.



2.3 Large Language Models

We use autoregressive generative large language models (LLM) like GPT-4 (OpenAl, 2023) in

designing our user-facing interventions. Given a sequence of tokens X that represents a

sentence, these models output a probability distribution for the next token X, such that

PLLM (x) = ]:[ PLLM(xt | x 1:t—1) . Initially, LLMs are pretrained to predict the distribution over

next tokens using large corpora of web data. During this pretraining stage LLMs learn latent
concepts, which allows them to generalize to previously unseen tasks only with textual

prompting, a phenomenon known as “in-context learning” (Xie et al. 2022).

3. Social Media Platform Experiment and Study Design

We design two experiments (Phase I and Phase II) that recruit human participants to interact with
a simulated news feed interface that mimics real-world social media platforms such as Facebook
and X (formerly Twitter). The news feed consists of several news headlines, or c/aims, with an
optional intervention (“Find out more”) that the user may voluntarily click on. The intervention
is a prompt that displays a veracity label of the news headline (true or false), possibly with an
explanation. Users may react to the news item as they normally would on social media, and
provide feedback on their opinions on the prompt. By varying the types of interventions

presented to the users and comparing their subsequent behavior, we can analyze the impacts of



various interventions with and without personalization on user beliefs and reactions. Details of

the interface are given in §3.1.

To measure the effects of interventions, we subject each user to two rounds of news feed
interactions, with the same news headlines in both rounds for each user. The purposes and details
of the two rounds differ between the two experiments: Phase I aims to compare the effectiveness
of five different non-personalized explanations, while Phase II directly compares GPT-4
generated explanations with and without personalization. The two phases are described in §3.2

and §3.3 respectively.

In both phases, the full experiment consists of five stages: (1) a consent form; (2) user
instructions for the task; (3) a questionnaire to determine user preferences and opinions on
political and social issues; (4) Round 1 of the news feed without interventions; and (5) Round 2
of the news feed with interventions. We present data on the study participants, including

demographic results from the questionnaire in component (3), in §3.4.

3.1 Simulated Social Media News Feed

Reposted from HEALTHIMPACTNEWS.COM N\
Pfizer' s Puppet President Biden Gives $9 Billion Taxpayer Funds for Millions More COVID Vaccines that Nobody Wants This headline is false.

Do you believe this headline is true or false?

O True
O False
O Not Sure

Is the additional information helpful to you?

O Very helpful
P — O Somewhat helpful
O Neither helpful nor unhelpful
. An O Unhelpful
o Like | Share l | Flag ) posted 5 hours ago EndloUEmora s




Figure 2: Examples of a post in the simulated newsfeed (left), and a pop-up intervention with a

veracity label (right)

In both Phase I and Phase II, each participant receives k = 5 news items, randomly sampled and
shuffled from a dataset of 461 news headlines collected by (Pennycook et al. 2021a). The news
dataset contains 188 true articles and 185 false articles.”? The same 5 news items are displayed for
both Round 1 and Round 2 in the same order, allowing us to compare each user’s interactions on

the same set of news before and after interventions directly.

Each news item consists of the headline (which we also call a claim), the accompanying image
and the source of the news article. In both rounds, users can interact with the posts by liking,
sharing or flagging them (Figure 2, left). Each user is instructed to perform at least one of these

interactions for at least three out of five news items in each round.

Users may also have the option to click on a “Find out more” button, which displays a pop-up
with an intervention, in rounds where the intervention is enabled. The intervention consists of

two pieces of information, a label and an explanation:

e A factual veracity indicator of whether the claim is true or false. This is the ground truth
that is determined exogenously, and does not depend on the type of interventions
(although we do not explicitly inform the user that it is the ground truth). We refer to this

as the (gold) label.

2 The dataset also includes misleading headlines, but we omit these to have a binary true/false label.



e An explanation of the veracity label. Depending on the type of intervention, they can be a
description of the methodology behind determining the gold label, an analysis of the
emotional intent behind the news claim, or claim-specific factual details either supporting
or refuting the claim. The latter two categories are generated by LLMs. (In one

intervention, there are no explanations.)

In the pop-up, users can also rate their perceived helpfulness of the additional information (label
and explanation) on a 4-point Likert scale (very helpful, somewhat helpful, somewhat unhelpful,
very unhelpful). They can also indicate whether they believe the claim is true, false or are
uncertain, which implies whether they agree with the revealed veracity label. Lastly, users can
change their interactions of liking, sharing or flagging the post after seeing the intervention. The
types of interventions that users receive vary across phases and users, which we detail in the next

two sections.

3.2 Phase I: Non-Personalized Interventions

In Phase I, we consider 5 types of previously proposed interventions for misinformation
mitigation in this experiment, including 2 LLM-based interventions. We record the behavior of
users when they are not subject to any intervention, versus when they are subject to one of the
five intervention types. This also allows us to compare the effectiveness of different

interventions.



Round 1 in Phase I does not use any interventions (i.e., participants do not see the “Find out

more” button, but can still like, share or flag the news). In Round 2, each participant is randomly

assigned to one of the five types of interventions with equal probability. The same intervention

type will be applied to all news items seen by that user.’

Table 1 lists the five types of interventions, and gives examples of their explanations based on

the false claim of “Special Forces Arrest Deep State Dr. Anthony Fauci” from Figure 1.

Intervention | Description Example

Type

Label Only A simple label indicator based on the This claim is true/false.
determination of a human fact-checker that
the content is true or false.

Methodology [ Following from Epstein et al. (2022), we This claim was

Explanation | show users a generic explanation which verified/refuted by an AI

(AD reveals the process of producing the claim model trained on a
veracity label. The source is either stated to be | large-scale corpus of web
an Al model or human fact-checkers. data.

3 Different users may see the same claim/intervention pair in varying contexts (e.g., they may view a
single claim/intervention pair with different neighboring claims, to minimize confounding factors from
environmental stimuli).




Methodology | Same as above, except the source is stated to | This claim was
Explanation | be fact-checkers. verified/refuted by
(Human) non-partisan fact-checkers.
Reaction Following from Gabriel et al. (2022), we This claim is true/false. This
Frame show users a templated explanation headline is trying to
Explanation | constructed using GPT-2 (Radford et al. 2019) | persuade/manipulate readers
predictions for the intent of the claim author* | by implying that [writer
and potential actions a reader may take in intent[[the government is
response to a claim. This work proposed corrupt]. It is compelling
pragmatic frames for cognitive modeling of readers to [reader
reader reactions to news headlines. action[[want to find out
more].
Zero-shot We instruct GPT-4 to generate an explanation | The headline is false because
GPT-4 for why a claim is false/true without task Dr. Anthony Fauci has not
Explanation | demonstrations or user-specific information. ° | been arrested by any Special
The explanation does not explicitly state that | Forces. As the director of the
it is generated by Al. National Institute of Allergy
and Infectious Diseases, any
The prompt given to GPT-4 is “Write a short | significant legal action
explanation for why the headline ‘[claim]’ is | against him would be

* As perceived by the reader.
® To reduce effects from length bias, we instruct the model to constrain the generation length to
100 tokens for both explanations without and with personalization.




‘[label].’ Do not mention that you are Al prominent in the national
The explanation must be less than 100 media. There has been no

>

words.’ such coverage or formal
announcement. It's crucial

to verify facts from reputable

sources.

Table 1: Types of intervention methods used in this experiment.

3.3 Phase II: Personalized Interventions

We consider two types of interventions with explanations generated by GPT-4 in Phase II: one
without personalization, same as the last row of Table 1; and one that attempts to personalize to a
specific demographic group based on a set of attributes (gender, race, age, education level,
political belief), with the hope that their values align closely with that of the user. This design
mimics personalization in real-world social media platforms, where the platform often infers user
preferences, makes decisions based on its current estimates, then updates its beliefs of the user
based on her responses. In Phase 11, all participants first receive non-personalized GPT-4
explanations in Round 1, and then receive personalized explanations in Round 2 for the same 5

headlines as the previous round.

Following a similar approach to Santurkar et al. (2023) on belief inference, we ask each user a

list of survey questions on social and political issues in the United States, developed by Pew




Research Center for its American Trends Panel®, as part of the questionnaire in component (3) of
the experiment. We then conduct a simple inference step, where we compute the conditional
probability of a person with each of the six predetermined sets of demographic attribute values’
giving the same answers as the user, then choosing the demographic group with the highest

probability (we call these the inferred attributes).

We then instruct GPT-4 to generate an explanation of the veracity label that specifically appeals
to a demographic group with these inferred attributes, and display its response to the user. An

example of a prompt and the corresponding response is shown below:

Prompt: Write a short explanation for why the headline ‘[claim][Special Forces Arrest
Deep State Dr. Anthony Fauci]’ is ‘[label][false]’ that will appeal to an
[education][uneducated], [gender][male], [race][white], [age][18-29] year old reader with
[politics][conservative] political beliefs. Do not mention that you are AI. Do not mention the

type of reader. The explanation must be less than 100 words.

Explanation: This headline is false because there's no evidence. Terms like 'Deep State’
often get thrown around without proof. Remember, just because someone disagrees with Dr.
Fauci's advice, doesn't mean he's part of a conspiracy. Don't believe everything you read on

the internet, mate. Always consider the source.

6 https://www.pewresearch.org/our-methods/u-s-surveys/the-american-trends-panel/

7 Attribute sets used in our studies are [conservative, uneducated, male], [moderate, white, educated,
female, 30-49], [moderate, white, educated, male, 30-49], [moderate, white, educated, male, 50-64],
[moderate, white, uneducated, female, 30-49], [moderate, white, uneducated, female, 50-64]. Note that
due to the less diverse spread of conservative workers in our experiment, predicted when inferring
attributes with Pew Research survey data, we use 3 instead of 5 attributes during personalization (political
affiliation, education and gender).



The questionnaire in component (3) of the survey also asks for the actual demographic attributes
of the user. Since they may not match the values of inferred attributes used to generate the
explanation, we compute the personalization alignment score for each user, which is a similarity

S . between the values of these attributes of each user u and those used to generate the
ij

personalized explanation € that she receives:

_ 1
suiej— m > 1(a ,ae)

Uu. i
a €A i J

where A is the set of inferred attributes (e.g., race, age) used to generate €.a, is the value of

L

attribute a for the user (obtained from the demographic questionnaire), a is the value of
J

attribute a used to generate the explanation, and 1(x, y) is an indicator function with value 1 if
x = y and 0 otherwise.® This measures how well the demographic attributes underlying the

explanation align with the user.

We decide to use the actual demographic values of users only for validation for several reasons.
Real-world social media platforms often lack the ability to obtain their exact values from the user
or to use them in algorithms, especially for attributes like gender and race, due to privacy

concerns or lack of information. This points to the need of inferring these values. Additionally,

8 For this calculation, user value for education level is defined as “educated” if the user has an associate’s
degree or higher, and “uneducated” otherwise. Additionally, if the inferred attributes are [conservative,
uneducated, male] which only has values for 3 attributes, the other two attributes (gender, race) are
ignored in the computation, and the alignment score is a multiple of 1/3. For all other sets of inferred
attributes, the score is a multiple of 1/5.



such a process allows us to perform a more fine-grained analysis on how personalization

alignment affects the effectiveness of interventions.

3.4 Participants

In this section, we explain our methodology for user recruitment and qualification tasks we
require users to undergo in order to ensure quality of results (e.g. filtering spamming

participants).

3.4.1 Recruitment and Quality Control

We use the Amazon Mechanical Turk’® crowdsourcing platform to recruit 4,173 workers as
potential study participants. Given the nature of the data used in our study, we restrict study
participants to Mechanical Turk workers in the US. We also require that workers have at least a
98% HIT' approval rating. To filter spamming workers, after giving the participants instructions
in component (2), we ask them two “attention checks” questions that require them to write out
the minimum number of posts they must interact with from the instructions and the number of
posts in the newsfeed (the answers are three and five respectively, both of which are stated in the
instructions). Any workers who fail either of these attention checks are disqualified from
participating in the rest of the study. We also disqualify workers who fail to follow the

instructions by interacting with less than 3 posts. 1,362 workers passed the qualification tests.

® https://www.mturk.com/
' Human intelligence task



3.4.2 Worker Demographics

In component (3) of the study, we surveyed qualified workers for information about the
following personal attributes: age, education level, gender, religion, political affiliation on a
left-center-right US political spectrum, race and preferred sources of news. Figure 3 shows the

distribution of these responses.
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Figure 3: Distribution of worker population for each attribute. The y-axis shows the percentage

of surveyed workers."

4. Phase I Results: Interventions without Personalization

In this section, we describe the result of our first experiment, which subjects participants to five

different interventions that do not involve personalization. We first look at user behavior in terms

of liking, sharing and flagging, and consider how they differ by the veracity of the news headline

" At the time, 101 Amazon Mechanical Turk Workers had responded to the demographic survey
questionnaire. We will update this in the future to reflect the current study population.



and political agreement between the news and the user. We also compare the effectiveness of
these interventions in changing beliefs and behavior, measured with user accuracy at discerning

false content, sharing and flagging of misinformation, and user-reported helpfulness score.

As a recap of the study procedure, 195 of our qualified MTurk workers were involved in this
experiment. Each observed five randomly selected headlines in the newsfeed. Initially, the
workers are shown the newsfeed without any interventions (§4.1). Next, workers are divided into
balanced subgroups and shown a single intervention type from Table 1 applied to the same five

headlines (§4.2).

4.1 Interaction Behavior Prior to Interventions

We first analyze the behaviors of how users interact with the news items, in terms of liking,
sharing and flagging, prior to interventions. We compare their behaviors when viewing accurate
news versus misinformation. Moreover, we examine how these behaviors differ by whether the
political leaning of the claim agrees with the political affiliation of the user, which measures the

effects of confirmation bias.
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Figure 4: Interaction behavior grouped by headline veracity and political agreement. The values
indicate the percentage of users who perform that action when viewing a headline with that
veracity and agreement: for example, of all users viewing a true headline whose political leaning

agrees with their belief, 12.7% flag the news.

We use gold labels to categorize news headlines into true and false. To measure ideological
agreement between the user and the news, we gather political beliefs of users from their
self-reported responses in the demographic questionnaire. We predict political leanings of news
headlines using the political bias classifier from Baly et al. (2020). Both are measured on

three-point scales (left, moderate, right), and they agree (or are congruent) only if the two values



1.12

are equal.'” Overall, the model predicts 22 left-leaning headlines, 58 moderate headlines and 70

right-leaning ones.

In Figure 4, the top subplots show how users interact with true headlines, and the bottom
subplots show such behavior for false headlines. Each subplot further splits into two scenarios:
when the headline’s political leaning agrees with the user’s belief (left bars), and when they
disagree (right bars). When users see a news headline with a certain combination of veracity and

political agreement, the percentage of users performing an action is shown by the numbers.

Consistently, we see that agreement between the headline’s political leaning and the user’s
beliefs has significant effects on all three types of user behaviors (sharing, liking and flagging),
which indicates confirmation bias. When viewing true claims, users are more likely to incorrectly
flag them if they disagree with the users’ beliefs. However, this is not true for false claims, where
users flag more claims that they agree with than those in disagreement. This is the only scenario
where confirmation bias does not play a role. On the other hand, sharing and liking behaviors
also exhibit confirmation bias: when viewing both true and false claims, users like and share

ideologically congruent headlines more often than incongruent ones.

When we break down results by user ideology, we find that these results are affected by
ideological skew of the user pool. Conservative users consistently exhibit signs of confirmation
bias - they are more likely to share and like ideologically confirming headlines regardless of

veracity (e.g. sharing right-leaning false content in 14.29% of observations vs. only 2.9% of

2 |n particular, we assume that a moderate user does not agree with left-leaning or right-leaning
headlines, and conversely, a non-moderate user does not agree with moderate headlines.



observations with non-right-leaning false content). However, they may be less prone to ignore
bias in flagging (e.g. flagging false content with right-leaning bias in 2.6% of observations vs.
2.9% of observations with non-right-leaning false content). In comparison, moderate users
exhibit confirmation bias in liking/sharing behavior of true content, but not in true content

flagging or any interactions with false content.

This supports the hypothesis from our work and prior work that confirmation bias is an
influential factor in user behavior when there is polarization. Such effects hamper efforts to
mitigate the spread of misinformation, especially since we observed that liking and sharing, two

actions that directly propagate misinformation, are more prone to confirmation bias.

4.2 Effectiveness of Non-Personalized Interventions

We measure the effectiveness of all five (non-personalized) interventions in mitigating
misinformation, by comparing users’ beliefs and behaviors before and after the intervention. In
particular, we compare the following metrics: (1) accuracy of users’ perceived veracity of each
headline, i.e., whether they match the gold label; (2) interaction with false headlines, such as
sharing and flagging; (3) user-reported helpfulness of the label and explanation, using a
four-point Likert scale (unhelpful, neutral, somewhat helpful, very helpful). Table 2 shows
results for all non-personalized intervention variations. We find that users consistently struggle to
identify the true accuracy of news, obtaining close to random accuracy. All intervention types

significantly improve users’ overall accuracy over the no intervention control setting (up to



47.6%). Also, all explanation-based interventions have a greater effect on accuracy than the label

intervention.
Intervention Accuracy False Content False Content Helpfulness
(% Correct) Sharing (%) Flagging (%) (% Helpful
or Very
Before | After | Before | After Before After
Helpful)
Label Only 55.15 88.48 | 6.41 16.22 4.23 31.08 | 74.49
Reaction Frame" | 54.99 89.93 [ 1.00 0 1.50 0 83.01
GPT-4 51.73 98.19 |4.90 0.54 5.46 32.97 |96.42
(non-personalize
d)
Methodology 51.87 99.47 [11.10 |8.92 4.04 20.00 |97.91
Explanation (Al)
Methodology 52.14 94.56 |2.40 4.05 2.52 11.89 | 81.18
Explanation
(Human)

'3 We note that the group assigned to the Reaction Frame explanation was observed to be generally less
responsive to headlines than other groups. In future work, we will look at the average across multiple

randomized trials.




Table 2: Perceived veracity accuracy, interactions and helpfulness results for all intervention
types, both in the first round before interventions (left column) and in the second round after

interventions (right column).

Interestingly, we find that effects on interaction behavior vary considerably across tested
intervention types. In particular, Label Only and Methodology (Human) interventions actually
increase sharing of false news. One hypothesis for this may be users wanting to fact-check
claims with others they trust, since we also see an increase in false content flagging. The GPT-4
explanation often involves a self-contained fact-check, which may reduce users’ interest in

reaching out to trusted networks.

Overall, two interventions seem the most effective: non-personalized GPT-4 explanations, and
surprisingly, a simple methodological explanation that the veracity label was generated using an
Al model, without mentioning specifics of the claim. Both are similar in improvements on users’
judgment of headline veracity and self-reported helpfulness scores. GPT-4 explanations also see
the most positive impacts on user interactions with false content, increasing accurate flagging
and reducing sharing. Additionally, our findings contradict previous work that showed
fact-checking labels explicitly from Al were less effective than those from humans (Seo et al.
2019; Yaqub et al. 2020; Liu 2021; Zhang et al. 2021). We suspect this may show an increased

trust in Al in recent years, possibly due to advances in user-friendly LLMs such as ChatGPT.



These results indicate the promise of explanations for reducing misinformation spread. However,
it should be noted that users’ trust and reliance on machine-generated labels and explanations are

only beneficial if the model is accurate at label prediction.

5. Phase II Results: Effects of Personalization in Explanations

We now analyze the effects of personalized explanations in our second experiment, Phase II,
where we directly compare such explanations with non-personalized ones generated by GPT-4.
Recall from §3.3 that all participants observe the non-personalized explanations in Round 1, and
then personalized explanations on the same news headlines in Round 2. First, we compare
user-reported scores of how helpful the interventions are with and without personalization, and
how they relate to the successfulness of personalization in terms of accurately inferring user
identities. We also analyze the effects of personalization on the linguistic properties of responses

generated by GPT-4, such as length, readability and formality.

5.1 Helpfulness Scores

We measure effectiveness of personalized interventions using user-reported helpfulness scores
for personalized explanations after the personalized intervention in Round 2, and compare them
to those for non-personalized GPT-4 explanations that they experience in Round 1. We also
consider the relationship between helpfulness scores and the personalization alignment score
(similarity between the user’s self-reported demographic attributes and those used to generate the

explanation, as explained in §3.3).



Figure 6 shows mean helpfulness scores based on 6520 observations of GPT-4 explanations
without personalization and 3000 observations with personalization. We consider an explanation
aligned with the user if its degree of personalization is at least & = 0.4 (which indicates it
better reflects the user’s specific demographic attributes), and misaligned otherwise (the
explanation appeals to the wrong demographic despite still attempting to personalize). We find

49.5% of the explanations are aligned, and the maximum alignment score is 0.6.

25

15

0.5

Misaligned 5=.4 5=.6 No Personalization

Figure 6: Mean helpfulness scores for users receiving misaligned explanations (personalization
alignment score 0.2 or lower, left), aligned explanations (alignment score 0.4 or higher, center
left), explanations with alignment score of 0.6 (center right), and explanations without

personalization in Round 1 (far right).

Overall, users find explanations of veracity more helpful when they appeal to their own

demographic group. As seen in Figure 6, personalized interventions that are also aligned are



given a higher mean helpfulness score (n = 2. 90) than non-personalized ones (L = 2.71) (p <

05).14

Among personalized explanations, those that are sufficiently aligned with the user’s identities are
also perceived to be more helpful (u = 2. 90) than misaligned ones (u = 2. 61). This indicates
that effectiveness of interventions increase when they successfully infer users’ demographic

attributes and subsequently tailor to their needs.

Our results show promising signs for the use of personalization in combating misinformation. By
first observing users’ identities and behavior, and then using generative models like LLMs to
explain veracity of news articles in a way that appeals to their prior beliefs, knowledge base and
cognitive ability, platforms and fact-checkers alike may be able to achieve a greater level of
success mitigating consumption and spread of misinformation. However, our observations also
point to a need for platforms to improve their ability to infer user backgrounds and preferences

more accurately, in order to further improve the effectiveness of these interventions.

5.2 Linguistic Effects of Personalization

In this section, we evaluate the linguistic effect of personalization on the explanations generated.
We compare the average length, readability and formality of personalized explanations of the
gold label for six demographic groups with different demographic attributes. In addition, we

compare them to GPT-4 generated explanations with no personalization, denoted g ;-

' This is confirmed by both a standard t-test and Mann-Whitney U test.



The first group we consider, denoted as g;, has the following demographic attributes:

political belief = conservative, race = white, education = uneducated,

gender = male, age = 30-49.

We then consider personalized explanations for additional groups that differ from g, by exactly
one attribute. Specifically, for g, political affiliation = liberal, for g, race = black, for g,
education = educated, for g; gender = female, and for g5 age = 65+. Their other attributes are the

same as g;.

For each of these demographics, we generate personalized explanations for the gold label using
prompts described in §3.3. We then measure differences between explanations across groups,
using length, formality prediction (Pavlick and Tetreault 2016), and reading difficulty based on

the Flesch—Kincaid grade level metric (Flesch 1948).

From Table 3, we can see that lengths of explanations are relatively consistent across
personalization settings. Political affiliation has the least effect across attributes, while
readability and formality are significantly impacted by race, age, education and gender. In
particular, specifying that the user is “educated” greatly reduces readability, indicating use of
more challenging language, and increases formality by 18.46%. Specifying that the user is

“black” leads to the least formal language usage.



Group Varied attribute Avg. length  Avg. Avg.

(words) readability 1 formality 7
Leontrol No personalization 52.59%* 40.67* 92.63*
g Conservative, white, uneducated, 58.42 55.95 78.02
male, age 30-49
2 Liberal 58.45 55.99 77.84
fe Black 58.34 59.25% 71.42%
& Educated 63.23* 38.37* 96.48*
gs Female 58.62 51.56* 87.81*
2 Age 65+ 55.98%* 55.04 81.67*

Table 3: Comparison of generic GPT-4 and personalized explanations across various
demographic groups using automatic metrics. Higher scores indicate greater readability or

formality respectively. Statistically significant differences between g, and g; are marked by *.

6. Phase I1I: Generating Disinformation with LLMs

Sections 4 and 5 show that GPT-4 is effective at combating misinformation by generating

personalized prompts to explain the veracity of news articles. Conversely, we now examine a



more concerning potential application of GPT-4, where they may be used with malicious intents

to generate personalized disinformation.

We conduct another experiment in which we instruct GPT-4 to create news headlines that
promote common conspiracy theories, and survey the ability of human participants to identify
them as false. In particular, we study the effects of personalizing such disinformation to target

specific demographic groups.

Our experiment contributes to a growing literature on misinformation generation using deep
learning models (Zellers et al. 2019; Zhou et al. 2023; Chen and Shu 2023a). Several studies also
show that both humans and LLMs perform worse at detecting machine-generated misinformation
than human-generated ones (Chen and Shu 2023a; Zhou et al. 2023). To the best of our

knowledge, we are the first to examine personalization in such processes.

6.1 Experiment Design for Disinformation Generation

We instruct GPT-4 to generate disinformation headlines around the following well-known and

commonly spread conspiracy theories: '

o “White Genocide”: A white supremacist conspiracy theory alleging a plot to replace or
systemically oppress white people. While this exact phrasing is blocked by the OpenAl
API, we are allowed to capture the thesis of this disinformation narrative through the

prompt “the government is racist against white people.”

'8 https://current.withgoogle.com/the-current/conspiracy-theories/



e “Flat Earth”: A conspiracy theory alleging the Earth is actually flat, with followers

known as “flat-Earthers.”

e “Manmade HIV” or “Manmade Covid-19”: With epidemics, there are often conspiracy
theories around the origin. In both the cases of HIV and Covid-19, there have been

discredited claims about the viruses being fabricated as part of a government plot.

e “Vaccination and Autism Link”: This conspiracy theory perpetuates discredited claims
that there is a link between vaccination and development of Autism in children,

originating from a study in 1998.

o “False Flags”: This conspiracy theory claims that recent mass shootings (e.g., Sandy

Hook) were staged. The narrative is potentially used to push back against gun regulation.

Additionally, the generation process is personalized and aims to appeal to groups with specific

demographic attributes, using a prompt similar to that of the explanation intervention in §3.3.

To present these disinformation headlines to the user in a similar format as Figure 2 and social
media news feeds, we pair each of them with an image from a real-world news article. We
achieve this by using Clip (Radford et al. 2021), a deep learning model that assigns relevance
scores between image and text, to find the most relevant image in a set of news images from the

GoodNews dataset (Tan et al. 2020) to each headline.



6.2 Study Results

When we present personalized GPT-4 disinformation to Amazon Mechanical Turk workers along
with real news and human-written misinformation, we do not find that this disinformation is
particularly deceptive overall compared to other false content. Workers achieve 82.32% accuracy
at labeling real news, 32.30% accuracy at labeling human-written misinformation, and 35.84%

accuracy at labeling the GPT-4 disinformation.

However, we do find that worker labeling of personalized disinformation reliability is correlated
using Pearson’s R with alignment scores (p = 8.9e-08). This indicates that workers are less able
to discern the factuality of Al-generated disinformation if it specifically targets them,

highlighting the risk of personalization being exploited by malicious actors.

Presentation bias may play a role in how effectively deceptive GPT-4 generated disinformation
is, especially the selection of imagery. In future work, we plan to explore this further and

compare risks using more sophisticated generation strategies.

7. Discussion and Conclusion

In this paper, we design experiments to examine the use of LLMs such as GPT-4 in designing

user-facing interventions, with the goal of mitigating the spread of misinformation through

positive impacts on user perception and behavior, and comparing their effectiveness with



previously proposed approaches. We bring in the novel use of personalization in generating such
interventions that aim to explain the veracity of news articles to heterogeneous users more

effectively, powered by the ability of LLMs to appeal to different demographics.

Our findings in Phase I corroborates various findings from the literature regarding both
misinformation interventions and user consumption of them. Namely, we show that using GPT-4
to generate detailed explanations and arguments for veracity labels of news headlines is among
the most effective approaches in improving user discernment and reducing consumption of false
content, even without personalization. This supports earlier findings on LLM-based interventions
(Hsu et al. 2023; Gabriel et al. 2022). We also observe that social media users are prone to
confirmation bias when interacting with news, as they react to claims that agree with their
political beliefs more favorably than those that contradict their priors, confirming various

theoretical analyses (Acemoglu et al. 2021) and empirical observations (Tappin et al. 2020).

Moreover, the addition of personalization in Phase II provides promising early results. We find
that when platforms provide tailored explanations of the ground truth in a manner that effectively
appeals to demographics of the user, such as education level and political beliefs, these
interventions are deemed more helpful than non-personalized ones. However, such successes are
contingent on the platform accurately inferring the user’s backgrounds, as explanations that are
misaligned with the actual demographic information of the user are seen as less helpful than

well-aligned ones.



Our findings show a promising direction for social media platforms and policy makers to combat
misinformation by improving the presentation of content to users. With the ability of LLMs to
efficiently generate arguments and expositions to support veracity judgments, and customize
them to each user’s own preferences, identities and beliefs, they have the potential to serve as
key components in designing scalable and powerful interventions. However, it is important to
highlight that their success depends on several factors. First, the veracity label itself (i.e.,
determining truthfulness of each piece of content) must be obtained efficiently and accurately.
This relies on further improvements in automated prediction tools, greater coordination with
human fact-checkers, or both. Second, platforms need to be able to achieve high degrees of
personalization by estimating their cognitive abilities, opinions and needs accurately, without
violating their privacy. This suggests the demand for better algorithms that can infer such
information from the user’s past behavior on the platform, such as patterns of usage and
characteristics of content that they engage with. Additionally, there is also great room for

improvement for LLMs in order to generate more accurate and better tailored explanations.

Despite the capabilities of LLMs and their promises in addressing misinformation, our
preliminary observations in Phase III serve as a reminder that such capabilities may also be used
with malicious intentions. Even though we did not discover disinformation generated by GPT-4
to be harder to identify than their human-generated counterparts, unlike some earlier findings
(Chen and Shu 2023a; Zhou et al. 2023), our findings nevertheless suggest the dangers of
personalization in such processes. In particular, we discovered that when the generation
specifically aims to appeal to certain demographics, they become harder to identify for users who

are more aligned with their intended audience. This raises the concern of future uses of GPT-4 to



create targeted “fake news” campaigns against certain groups or even individuals. The
personalization ability of LLMs is a double-edged sword, and collaboration between policy
makers, researchers and engineers is needed to ensure they are used for ethical and desirable

intentions to create greater social good.
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